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SECTION - A
ANSWER ALL QUESTIONS. (10 X 2 =20)

1. Define vector space.

2. Define homomorphism on vector spaces.

3. Prove that L(S) is a subspace of V.

4. In F®, prove that the vectors (1,0,0),(0,1,0) and (0,0,1) are linearly independent.
5. Define an inner product space.

6. If W is the subspace of V, then define the orthogonal complement of W'.

7. Define an algebra.

8. If T € A(V) and V is finite dimensional over F, then define the rank of T

9. Define similarity transformation.

10. When a matrix A is said to be orthogonally diagonalizable.

SECTION -B
ANSWER ANY FIVE QUESTIONS. (5x8 = 40)

11.If V is a vector space over F, then prove that

HDa0=0fora € F im)Ov=0forveV

iii) (—a)v = —(av) for e EF, v EV iv) if v # 0, then av = 0 implies that @ = 0.
12.1) If F is a field of real numbers ,then show that the set of real-valued, continuous

functions on the closed interval [0,1] forms a vector space over F.
i1) Show also that those functions in part (i) for which all n'™ derivatives exists

for n=1,2,3,.... form a subspace.

13. 1) Define linearly independent vectors.

i) If If vy,v,,v3, ......., vy €V are linearly independent, then prove that every element
in their linear span has a unique representation in the form A, vy + -+« ... .. oo . +4, 10,

14. State and prove Schwarz inequality.
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15. Let V be the set of all continuous complex valued functions on the closed Interval [0,1].If
f(t),g(t) € V,define (f(t),g(t)) = fol f(t)g(t) dt, then show that this defines an inner
producton V.

16. If V is finite dimensional over F, then prove that T € A(V) is invertible iff the
constant term of the minimal polynomial for T is not zero.

17. Define matrix of a linear transformation of an n-dimensional vector space. Show that the

. _ (5 =3 . . .
matrix A = (3 _ 1) is not diagonalizable.
SECTION -C
ANSWER ANY TWO QUESTIONS. (2x20 = 40)
18. 1) If V is the internal direct sum of Uy, U, ... ... ... ...., U, then prove that V is
Isomorphic to the external direct sum of Uy, U, ... ... .......Uy,.
i) If vq, eee e . v are in I/, then prove that either they are linearly independent or some
V) 1s a linear combination of the preceding ones, vy, ... ... ... , Vk—1 -

19.1) If V is a finite dimentional inner product space , then prove that V has an
orthonormal set as a basis.
i) Let F be the real field and let V' be the set of polynomials in x over F of

degree 2 or less. In V, define the inner product by (p(x),q(x)) = f_+11 p(x)q(x)dx.

Then construct an orthonormal set corresponding to the basis v; = 1,v, = x, v3 = x3
of V.

20.1) If V is finite dimentional over F, then prove that T € A(V) is singular iff there exists a
v # 0 in V such that vT = 0.
ii) If A € F is a characteristic root of T € A(V), then prove that for any polynomial
q(x) € F[X],q(A) is a characteristic root of q(T).
ii1) Let A be square matrix. Then prove that A is orthogonally diagonalizable iff it is a
symmetric matrix.
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