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A S I A N  J O U R N A L  O F  
R E S E A R C H  I N  S O C I A L  

S C I E N C E  &  H U M A N I T I E S  

 
 ABOVE THE CLOUDS:  

A VIEW OF CLOUD COMPUTING 
 

RAKESH GUPTA* 
 
 

ABSTRACT 
 
Cloud Computing, the long-held dream of computing as a utility, has the potential to 
transform a large part of the IT industry, making software even more attractive as a 
service and shaping the way IT hardware is designed and purchased. Developers 
with innovative ideas for new Internet services no longer require the large capital 
outlays in hardware to deploy their service or the human expense to operate it. They 
need not be concerned about over provisioning for a service whose popularity does 
not meet their predictions, thus wasting costly resources, or under provisioning for 
one that becomes wildly popular, thus missing potential customers and revenue. 
Moreover, companies with large batch-oriented tasks can get results as quickly as 
their programs can scale, since using 1000 servers for one hour costs no more than 
using one server for 1000 hours. This elasticity of resources, without paying a 
premium for large scale, is unprecedented in the history of IT.  
 
Cloud Computing refers to both the applications delivered as services over the 
Internet and the hardware and systems software in the datacenters that provide those 
services. The services themselves have long been referred to as Software as a Service 
(SaaS). The datacenter hardware and software is what we will call a Cloud. When a 
Cloud is made available in a pay-as-you-go manner to the general public, we call it 
a Public Cloud; the service being sold is Utility Computing. We use the term Private 
Cloud to refer to internal datacenters of a business or other organization, not made 
available to the general public. Thus, Cloud Computing is the sum of SaaS and 
Utility Computing, but does not include Private Clouds. People can be users or 
providers of SaaS, or users or providers of Utility Computing. We focus on SaaS 
Providers (Cloud Users) and Cloud Providers, which have received less attention 
than SaaS Users. From a hardware point of view, three aspects are new in Cloud 
Computing.  
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1. The illusion of infinite computing resources available on demand, thereby 
eliminating the need for Cloud Computing users to plan far ahead for provisioning.  
 
2. The elimination of an up-front commitment by Cloud users, thereby allowing 
companies to start small and increase hardware resources only when there is an 
increase in their needs. 
3. The ability to pay for use of computing resources on a short-term basis as needed 
(e.g., processors by the hour and storage by the day) and release them as needed, 
thereby rewarding conservation by letting machines and storage go when they are 
no longer useful.  

______________________________________________________________________________ 
 

1. INTRODUCTION 

Cloud Computing is a new term for a long-held dream of computing as a utility, which has 
recently emerged as a commercial reality. Cloud Computing is likely to have the same impact on 
software that foundries have had on the  

TABLE 1: QUICK PREVIEW OF TOP 05 OBSTACLES TO AND OPPORTUNITIES 
FOR GROWTH OF CLOUD COMPUTING  

 Obstacle  

 

Opportunity 

1 Availability of Service 

 

Use Multiple Cloud Providers; Use Elasticity to Prevent 
DDOS 

 

2 Availability of Service 

 

Standardize APIs; Compatible SW to enable Surge 
Computing 

 

3 Data Confidentiality and Audit 
ability 

 

Deploy Encryption, VLANs, Firewalls; Geographical 
Data Storage 

 

4 Scalable Storage 

 

Invent Scalable Store 

 

5 Bugs in Large Distributed 
Systems 

 

Invent Debugger that relies on Distributed VMs 
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hardware industry. At one time, leading hardware companies required a captive semiconductor 
fabrication facility, and companies had to be large enough to afford to build and operate it 
economically. However, processing equipment doubled in price every technology generation. A 
semiconductor fabrication line costs over $3B today, so only a handful of major “merchant” 
companies with very high chip volumes, such as Intel and Samsung, can still justify owning and 
operating their own fabrication lines. This motivated the rise of semiconductor foundries that 
build chips for others, such as Taiwan Semiconductor Manufacturing Company (TSMC). 
Foundries enable “fab-less” semiconductor chip companies whose value is in innovative chip 
design: A company such as nVidia can now be successful in the chip business without the 
capital, operational expenses, and risks associated with owning a state-of-the-art fabrication line. 
Conversely, companies with fabrication lines can time-multiplex their use among the products of 
many fab-less companies, to lower the risk of not having enough successful products to amortize 
operational costs. Similarly, the advantages of the economy of scale and statistical multiplexing 
may ultimately lead to a handful of Cloud Computing providers who can amortize the cost of 
their large datacenters over the products of many “datacenter-less” companies. Cloud Computing 
has been talked about, blogged about written about and been featured in the title of workshops, 
conferences, and even magazines. Nevertheless, confusion remains about exactly what it is and 
when it’s useful, causing Oracle’s CEO to vent his frustration:  

Our goal in this paper to clarify terms, provide simple formulas to quantify comparisons between 
of cloud and conventional Computing, and identify the top technical and non-technical obstacles 
and opportunities of Cloud Computing. Our view is shaped in part by working since 2005 in the 
UC Berkeley RAD Lab and in part as users of Amazon Web Services since January 2008 in 
conducting our research and our teaching. The RAD Lab’s research agenda is to invent 
technology that leverages machine learning to help automate the operation of datacenters for 
scalable Internet services. We spent six months brainstorming about Cloud Computing, leading 
to this paper that tries to answer the following questions: 

What is Cloud Computing, and how is it different from previous paradigm shifts such as 
Software as a Service (SaaS)? • Why is Cloud Computing poised to take off now, whereas 
previous attempts have foundered? 

• What does it take to become a Cloud Computing provider, and why would a company consider 
becoming one? 

• What new opportunities are either enabled by or potential drivers of Cloud Computing? 

• How might we classify current Cloud Computing offerings across a spectrum, and how do the 
technical and business challenges differ depending on where in the spectrum a particular offering 
lies? 

• What, if any, are the new economic models enabled by Cloud Computing, and how can a 
service operator decide whether to move to the cloud or stay in a private datacenter? 

• What are the top 5 obstacles to the success of Cloud Computing—and the corresponding top 5 
opportunities available for overcoming the obstacles? 
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• What changes should be made to the design of future applications software, infrastructure 
software, and hardware to match the needs and opportunities of Cloud Computing? 

2 WHAT IS CLOUD COMPUTING? 

Cloud Computing refers to both the applications delivered as services over the Internet and the 
hardware and systems software in the datacenters that provide those services. The services 
themselves have long been referred to as Software as a Service (SaaS), so we use that term. The 
datacenter hardware and software is what we will call a Cloud. 

When a Cloud is made available in a pay-as-you-go manner to the public, we call it a Public 
Cloud; the service being sold is Utility Computing. Current examples of public Utility 
Computing include Amazon Web Services, Google AppEngine, and Microsoft Azure. We use 
the term Private Cloud to refer to internal datacenters of a business or other organization that are 
not made available to the public. Thus, Cloud Computing is the sum of SaaS and Utility 
Computing, but does not normally include Private Clouds. We’ll generally use Cloud 
Computing, replacing it with one of the other terms only when clarity demands it. Figure 1 
shows the roles of the people as users or providers of these layers of Cloud Computing, and we’ll 
use those terms to help make our arguments clear. 

The advantages of SaaS to both end users and service providers are well understood. Service 
providers enjoy greatly simplified software installation and maintenance and centralized control 
over versioning; end users can access the service “anytime, anywhere”, share data and 
collaborate more easily, and keep their data stored safely in the infrastructure. Cloud Computing 
does not change these arguments, but it does give more application providers the choice of 
deploying their product as SaaS without provisioning a datacenter: just as the emergence of 
semiconductor foundries gave chip companies the opportunity to design and sell chips without 
owning a fab, Cloud Computing allows deploying SaaS—and scaling on demand—without 
building or provisioning a datacenter. Analogously to how SaaS allows the user to offload some 
problems to the SaaS provider, the SaaS provider can now offload some of his problems to the 
Cloud Computing provider. From now on, we will focus on issues related to the potential SaaS 
Provider (Cloud User) and to the Cloud Providers, which have received less attention. 

We will eschew terminology such as “X as a service (XaaS)”; values of X we have seen in print 
include Infrastructure, Hardware, and Platform, but we were unable to agree even among 
ourselves what the precise differences among them might be.1 (We are using Endnotes instead of 
footnotes. Go to page 20 at the end of paper to read the notes, which have more details.) Instead, 
we present a simple classification of Utility Computing services in Section 5 that focuses on the 
tradeoffs among programmer convenience, flexibility, and portability, from both the cloud 
provider’s and the cloud user’s point of view  

From a hardware point of view, three aspects are new in Cloud Computing: 

1. The illusion of infinite computing resources available on demand, thereby eliminating the 
need for Cloud Computing users to plan far ahead for provisioning; 
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2. The elimination of an up-front commitment by Cloud users, thereby allowing companies to 
start small and increase hardware resources only when there is an increase in their needs; and 

3. The ability to pay for use of computing resources on a short-term basis as needed (e.g., 
processors by the hour and storage by the day) and release them as needed, thereby rewarding 
conservation by letting machines and storage go when they are no longer useful. 

                                            

 

FIGURE 1: USERS AND PROVIDERS OF CLOUD COMPUTING 

 The benefits of SaaS to both SaaS users and SaaS providers are well documented, so we focus 
on Cloud Computing effects on Cloud Providers and SaaS Providers/Cloud users. The top level 
can be recursive, in that SaaS providers can also be a SaaS users. For example, a mash up 
provider of rental maps might be a user of the Craigslist and Google maps services.  

We will argue that all three are important to the technical and economic changes made possible 
by Cloud Computing. Indeed, past efforts at utility computing failed, and we note that in each 
case one or two of these three critical characteristics were missing. For example, Intel 
Computing Services in 2000-2001 required negotiating a contract and longer-term use than per 
hour. 

As a successful example, Elastic Compute Cloud (EC2) from Amazon Web Services (AWS) 
sells 1.0-GHz x86 ISA “slices” for 10 cents per hour, and a new “slice”, or instance, can be 
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added in 2 to 5 minutes. Amazon’s Scalable Storage Service (S3) charges $0.12 to $0.15 per 
gigabyte-month, with additional bandwidth charges of $0.10 to $0.15 per gigabyte to move data 
in to and out of AWS over the Internet. Amazon’s bet is that by statistically multiplexing 
multiple instances onto a single physical box, that box can be simultaneously rented to many 
customers who will not in general interfere with each others’ usage. 

While the attraction to Cloud Computing users (SaaS providers) is clear, who would become a 
Cloud computing provider, and why? To begin with, realizing the economies of scale afforded 
by statistical multiplexing and bulk purchasing requires the construction of extremely large 
datacenters. 

Building, provisioning, and launching such a facility is a hundred-million-dollar undertaking. 
However, because of the phenomenal growth of Web services through the early 2000’s, many 
large Internet companies, including Amazon, eBay, Google, Microsoft and others, were already 
doing so. Equally important, these companies also had to develop scalable software 
infrastructure (such as Map Reduce, the Google File System, Big Table, and Dynamo and the 
operational expertise to armor their datacenters against potential physical and electronic attacks.  

Therefore, a necessary but not sufficient condition for a company to become a Cloud Computing 
provider is that it must have existing investments not only in very large datacenters, but also in 
large-scale software infrastructure and operational expertise required to run them. Given these 
conditions, a variety of factors might influence these companies to become Cloud Computing 
providers: 

1. MAKE A LOT OF MONEY. Although 10 cents per server-hour seems low, Table 2 
summarizes James Hamilton’s estimates  that very large datacenters (tens of thousands of 
computers) can purchase hardware, network bandwidth, and power for 1=5 to 1=7 the prices 
offered to a medium-sized (hundreds or thousands of computers) datacenter. Further, the fixed 
costs of software development and deployment can be amortized over many more machines. 
Others estimate the price advantage as a factor of 3 to 5. Thus, a sufficiently large company 
could leverage these economies of scale to offer a service well below the costs of a medium-
sized company and still make a tidy profit.  

2. LEVERAGE EXISTING INVESTMENT. Adding Cloud Computing services on top of 
existing infrastructure provides a new revenue stream at (ideally) low incremental cost, helping 
to amortize the large investments of datacenters. Indeed, according to Werner Vogels, Amazon’s 
CTO, many Amazon Web Services technologies were initially developed for Amazon’s internal 
operations.  

3. DEFEND A FRANCHISE. As conventional server and enterprise applications embrace 
Cloud Computing, vendors with an established franchise in those applications would be 
motivated to provide a cloud option of their own. For example, Microsoft Azure provides an 
immediate path for migrating existing customers of Microsoft enterprise applications to a cloud 
environment. 
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TABLE 2: ECONOMIES OF SCALE IN 2006 FOR MEDIUM-SIZED DATACENTER 
(_1000 SERVERS) VS. VERY LARGE DATACENTER (_50,000 SERVERS). 

Technology  Cost in Medium-
sized  DC 

Cost in Very Large 
DC 

Ratio 

Network 95 per 
Mbit/sec/month 

 

13 per 
Mbit/sec/month 

 

7.1 

Storage 2.20 per GByte / 
month 

 

0.40 per GByte / 
month 

 

5.7 

Administration 140 Servers / 
Administrator 

 

>1000 Servers / 
Administrator 

 

7.1 

 

TABLE 3: PRICE OF KILOWATT-HOURS OF ELECTRICITY BY REGION 

Price 
per 
KWH 

 

Where 

 

Possible Reasons Why 

 

3.6¢ 

 

Idaho 

 

Hydroelectric power; not sent long distance 

 

10.0¢ 

 

California 

 

Electricity transmitted long distance over the grid; 

limited transmission lines in Bay Area; no coal 

fired electricity allowed in California. 

 

18.0¢ 

 

Hawaii 

 

Must ship fuel to generate electricity 

 

 

4. ATTACK AN INCUMBENT. A company with the requisite datacenter and software 
resources might want to establish a beachhead in this space before a single “800 pound gorilla” 
emerges. Google AppEngine provides an alternative path to cloud deployment whose appeal lies 
in its automation of many of the scalability and load balancing features that developers might 
otherwise have to build for themselves. 



   
   

w
w

w
.In

d
ia

n
Jo

u
rn

al
s.

co
m

   
   

   
   

M
em

b
er

s 
C

o
p

y,
 N

o
t 

fo
r 

C
o

m
m

er
ci

al
 S

al
e 

   
 

D
o

w
n

lo
ad

ed
 F

ro
m

 IP
 -

 2
10

.2
12

.1
29

.1
25

 o
n

 d
at

ed
 2

1-
A

u
g

-2
01

3
                                     

                                          Volume 2, Issue 6 (June, 2012)                    ISSN 2249‐7315 
 

 

 

AJRSH 

Jo
ur
na
l o
f A
si
an
 R
es
ea
rc
h 
Co
ns
or
tiu
m
    
    
    
    
  9
1 

    
    
    
    
ht
tp
:/
/w

w
w
.a
ijs
h.
or
g 

    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    

5. LEVERAGE CUSTOMER RELATIONSHIPS. IT service organizations such as IBM 
Global Services have extensive customer relationships through their service offerings. Providing 
a branded Cloud Computing offering gives those customers an anxiety-free migration path that 
preserves both parties’ investments in the customer relationship.  

6. BECOME A PLATFORM. Facebook’s initiative to enable plug-in applications is a great fit 
for cloud computing, as we will see, and indeed one infrastructure provider for Facebook plug-in 
applications is Joyent, a cloud provider. Yet Facebook’s motivation was to make their social-
networking application a new development platform.  

Several Cloud Computing (and conventional computing) datacenters are being built in seemingly 
surprising locations, such as Quincy, Washington (Google, Microsoft, Yahoo!, and others) and 
San Antonio, Texas (Microsoft, US National Security Agency, others). The motivation behind 
choosing these locales is that the costs for electricity, cooling, labor, property purchase costs, and 
taxes are geographically variable, and of these costs, electricity and cooling alone can account 
for a third of the costs of the datacenter. Table 3 shows the cost of electricity in different locales . 
Physics tells us it’s easier to ship photons than electrons; that is, it’s cheaper to ship data over 
fiber optic cables than to ship electricity over high-voltage transmission lines. 

3 .CLOUDS IN A PERFECT STORM: WHY NOW, NOT THEN? 

Although we argue that the construction and operation of extremely large scale commodity-
computer datacenters was the key necessary enabler of Cloud Computing, additional technology 
trends and new business models also played a key role in making it a reality this time around. 
Once Cloud Computing was “off the ground,” new application opportunities and usage models 
were discovered that would not have made sense previously. 

3.1 NEW TECHNOLOGY TRENDS AND BUSINESS MODELS 

Accompanying the emergence of Web 2.0 was a shift from “high-touch, high-margin, high-
commitment” provisioning of service “low-touch, low-margin, low-commitment” self-service. 
For example, in Web 1.0, accepting credit card payments from strangers required a contractual 
arrangement with a payment processing service such as VeriSign or Authorize.net; the 
arrangement was part of a larger business relationship, making it onerous for an individual or a 
very small business to accept credit cards online. With the emergence of PayPal, however, any 
individual can accept credit card payments with no contract, no long-term commitment, and only 
modest pay-as-you-go transaction fees. The level of “touch” (customer support and relationship 
management) provided by these services is minimal to nonexistent, but 6 the fact that the 
services are now within reach of individuals seems to make this less important. Similarly, 
individuals’ Web pages can now use Google AdSense to realize revenue from ads, rather than 
setting up a relationship with an ad placement company, such Double Click (now acquired by 
Google). Those ads can provide the business model for Wed 2.0 apps as well. Individuals can 
distribute Web content using Amazon Cloud Front rather than establishing a relationship with a 
content distribution network such as Akamai. 
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Amazon Web Services capitalized on this insight in 2006 by providing pay-as-you-go computing 
with no contract: all customers need is a credit card. A second innovation was selling hardware-
level virtual machines cycles, allowing customers to choose their own software stack without 
disrupting each other while sharing the same hardware and thereby lowering costs further. 

3.2 NEW APPLICATION OPPORTUNITIES 

While we have yet to see fundamentally new types of applications enabled by Cloud Computing, 
we believe that several important classes of existing applications will become even more 
compelling with Cloud Computing and contribute further to its momentum. When Jim Gray 
examined technological trends in 2003 , he concluded that economic necessity mandates putting 
the data near the application, since the cost of wide-area networking has fallen more slowly (and 
remains relatively higher) than all other IT hardware costs. Although hardware costs have 
changed since Gray’s analysis, his idea of this “breakeven point” has not. Although we defer a 
more thorough discussion of Cloud Computing economics to Section 6, we use Gray’s insight in 
examining what kinds of applications represent particularly good opportunities and drivers for 
Cloud Computing. 

MOBILE INTERACTIVE APPLICATIONS. Tim O’Reilly believes that “the future belongs 
to services that respond in real time to information provided either by their users or by nonhuman 
sensors.” [38] Such services will be attracted to the cloud not only because they must be highly 
available, but also because these services generally rely on large data sets that are most 
conveniently hosted in large datacenters. This is especially the case for services that combine 
two or more data sources or other services, e.g., mash ups. While not all mobile devices enjoy 
connectivity to the cloud 100% of the time, the challenge of disconnected operation has been 
addressed successfully in specific application domains, 2 so we do not see this as a significant 
obstacle to the appeal of mobile applications. 

PARALLEL BATCH PROCESSING. Although thus far we have concentrated on using Cloud 
Computing for interactive SaaS, Cloud Computing presents a unique opportunity for batch-
processing and analytics jobs that analyze terabytes of data and can take hours to finish. If there 
is enough data parallelism in the application, users can take advantage of the cloud’s new “cost 
associatively”: using hundreds of computers for a short time costs the same as using a few 
computers for a long time. For example, Peter Harkins, a Senior Engineer at The Washington 
Post, used 200 EC2 instances (1,407 server hours) to convert 17,481 pages of Hillary Clinton’s 
travel documents into a form more friendly to use on the WWW within nine hours after they 
were released [3]. Programming abstractions such as Google’s Map Reduce [16] and its open-
source counterpart Hadoop [11] allow programmers to express such tasks while hiding the 
operational complexity of choreographing parallel execution across hundreds of Cloud 
Computing servers. Indeed, Cloud era [1] is pursuing commercial opportunities in this space. 
Again, using Gray’s insight, the cost/benefit analysis must weigh the cost of moving large 
datasets into the cloud against the benefit of potential speedup in the data analysis. When we 
return to economic models later, we speculate that part of Amazon’s motivation to host large 
public datasets for free [8] may be to mitigate the cost side of this analysis and thereby attract 
users to purchase Cloud Computing 
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Cycles near this data. 

THE RISE OF ANALYTICS. A special case of compute-intensive batch processing is business 
analytics. While the large database industry was originally dominated by transaction processing, 
that demand is leveling off. A growing share of computing resources is now spent on 
understanding customers, supply chains, buying habits, ranking, and so on. Hence, while online 
transaction volumes will continue to grow slowly, decision support is growing rapidly, shifting 
the resource balance in database processing from transactions to business analytics. 

EXTENSION OF COMPUTE-INTENSIVE DESKTOP APPLICATIONS. The latest 
versions of the mathematics software packages Matlab and Mathematica are capable of using 
Cloud Computing to perform expensive evaluations. Other desktop applications might similarly 
benet from seamless extension into the cloud. Again, a reasonable test is comparing the cost of 
computing in the Cloud plus the cost of moving data in and out of the Cloud to the time savings 
from using the Cloud. Symbolic mathematics involves a great deal of computing per unit of data, 
making it a domain worth investigating. An interesting alternative model might be to keep the 
data in the cloud and rely on having sufficient bandwidth to enable suitable visualization and a 
responsive GUI back to the human user. Offline image rendering or 3D animation might be a 
similar example: given a compact description of the objects in a 3D scene and the characteristics 
of the lighting sources, rendering the image is an embarrassingly parallel task with a high 
computation-to-bytes ratio. 

“EARTHBOUND” APPLICATIONS. Some applications that would otherwise be good 
candidates for the cloud’s elasticity and parallelism may be thwarted by data movement costs, 
the fundamental latency limits of getting into and out of the cloud, or both. For example, while 
the analytics associated with making long-term financial decisions are appropriate 7 for the 
Cloud, stock trading that requires microsecond precision is not. Until the cost (and possibly 
latency) of wide area data transfer decrease (see Section 7), such applications may be less 
obvious candidates for the cloud. 

4 CLASSES OF UTILITY COMPUTING 

Any application needs a model of computation, a model of storage and, assuming the application 
is even trivially distributed, a model of communication. The statistical multiplexing necessary to 
achieve elasticity and the illusion of infinite capacity requires resources to be virtualized, so that 
the implementation of how they are multiplexed and shared can be hidden from the programmer. 
Our view is that different utility computing offerings will be distinguished based on the level of 
abstraction presented to the programmer and the level of management of the resources. 

Amazon EC2 is at one end of the spectrum. An EC2 instance looks much like physical 
hardware, and users can control nearly the entire software stack, from the kernel upwards. The 
API exposed is “thin”: a few dozen API calls to request and configure the virtualized hardware. 
There is no a priori limit on the kinds of applications that can be hosted; the low level of 
virtualization—raw CPU cycles, block-device storage, IP-level connectivity— allow developers 
to code whatever they want. On the other hand, this makes it inherently difficult for Amazon to 
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offer automatic scalability and failover, because the semantics associated with replication and 
other state management issues are highly application-dependent. 

AWS does offer a number of higher-level managed services, including several different 
managed storage services for use in conjunction with EC2, such as Simple DB. However, these 
offerings have higher latency and nonstandard API’s, and our understanding is that they are not 
as widely used as other parts of AWS. 

Table 4 summarizes how these three classes virtualize computation, storage, and 
networking. The scattershot offerings of scalable storage suggest that scalable storage with an 
API comparable in richness to SQL remains an open research problem (see Section 7). Amazon 
has begun offering Oracle databases hosted on AWS, but the economics and licensing model of 
this product makes it a less natural fit for Cloud Computing.  Table 4 summarizes how these 
three classes virtualize computation, storage, and networking. The scattershot offerings of 
scalable storage suggest that scalable storage with an API comparable in richness to SQL 
remains an open research problem (see Section 7). Amazon has begun offering Oracle databases 
hosted on AWS, but the economics and licensing model of this product makes it a less natural fit 
for Cloud Computing. 

Will one model beat out the others in the Cloud Computing space? We can draw an 
analogy with programming languages and frameworks. Low-level languages such as C and 
assembly language allow fine control and close communication with the bare metal, but if the 
developer is writing a Web application, the mechanics of managing sockets, dispatching 
requests, and so on are cumbersome and tedious to code, even with good libraries. On the other 
hand, high-level frameworks such as Ruby on Rails make these mechanics invisible to the 
programmer, but are only useful if the application readily fits the request/reply structure and the 
abstractions provided by Rails; any deviation requires diving into the framework at best, and 
may be awkward to code. No reasonable Ruby developer would argue against the superiority of 
C for certain tasks, and vice versa. Correspondingly, we believe different tasks will result in 
demand for different classes of utility computing. 
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TABLE 4: EXAMPLES OF CLOUD COMPUTING VENDORS AND HOW EACH 
PROVIDES VIRTUALIZED RESOURCES (COMPUTATION, STORAGE, 

NETWORKING) AND ENSURES SCALABILITY AND HIGH AVAILABILITY OF 
THE RESOURCES 

 Amazon Web Services 
 

Microsoft Azure 
 

Google AppEngine 
 

Computation 
model (VM) 
 

_ x86 Instruction Set 
Architecture 
(ISA) via Xen VM 
_ Computation elasticity 
allows 
scalability, but developer 
must build 
the machinery, or third 
party VAR 
such as Right Scale must 
provide it 
 

_ Microsoft Common 
Language 
Runtime (CLR) VM; 
common intermediate 
form 
executed in managed 
environment 
_ Machines are 
provisioned 
based on declarative 
descriptions (e.g. 
which 
“roles” can be 
replicated); 
automatic load 
balancing 
 

_ Predefined application 
structure and framework; 
programmer-provided 
“handlers” 
written in Python, 
all persistent state stored in 
Mega Store (outside Python 
code) 
_ Automatic scaling up and 
down of computation and 
storage; network and server 
failover; all consistent with 
3-tier Web app structure 
 

Storage 
model 
 

_ Range of models from 
block store 
(EBS) to augmented 
key/blob store 
(Simple DB) 
_ Automatic scaling 
varies from no 
scaling or sharing (EBS) 
to fully automatic 
(Simple DB, S3), 
depending 
on which model used 
_ Consistency 
guarantees vary 
widely depending on 
which model 
used 
_ APIs vary from 
standardized 
(EBS) to proprietary 
 

_ SQL Data Services 
(restricted 
view of SQL Server) 
_ Azure storage 
service 
 

_Mega Store/Big Table 
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Networking 
model 
 

Declarative specification 
of IP level 
topology; internal 
placement 
details concealed 
_ Security Groups enable 
restricting 
which nodes may 
communicate 
_ Availability zones 
provide abstraction 
of independent network 
failure 
_ Elastic IP addresses 
provide persistently 
routable network name 
 

Automatic based on 
programmer’s 
declarative 
descriptions 
of app components 
(roles) 
 

Fixed topology to 
accommodate 
3-tier Web app 
structure 
_ Scaling up and down is 
automatic and programmer 
invisible 
 

 

5 CLOUD COMPUTING ECONOMICS 

In this section we make some observations about Cloud Computing economic models: 

• In deciding whether hosting a service in the cloud makes sense over the long term, we argue 
that the finegrained economic models enabled by Cloud Computing make tradeoff decisions 
more fluid, and in particular the elasticity offered by clouds serves to transfer risk. 

• As well, although hardware resource costs continue to decline, they do so at variable rates; for 
example, computing and storage costs are falling faster than WAN costs. Cloud Computing can 
track these changes—and potentially pass them through to the customer—more effectively than 
building one’s own datacenter, resulting in a closer match of expenditure to actual resource 
usage. 

• In making the decision about whether to move an existing service to the cloud, one must 
additionally examine the expected average and peak resource utilization, especially if the 
application may have highly variable spikes in resource demand; the practical limits on real-
world utilization of purchased equipment; and various operational costs that vary depending on 
the type of cloud environment being considered. 

5.1 ELASTICITY: SHIFTING THE RISK 

Although the economic appeal of Cloud Computing is often described as “converting capital 
expenses to operating expenses” (CapEx to OpEx), we believe the phrase “pay as you go” more 
directly captures the economic benefit to the buyer. Hours purchased via Cloud Computing can 
be distributed non-uniformly in time (e.g., use 100 server-hours today and no server-hours 
tomorrow, and still pay only for what you use); in the networking community, this way of selling 
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bandwidth is already known as usage-based pricing. 3 In addition, the absence of up-front capital 
expense allows capital to be redirected to core business investment.  

 Therefore, even though Amazon’s pay-as-you-go pricing (for example) could be more 
expensive than buying and depreciating a comparable server over the same period, we argue that 
the cost is outweighed by the extremely important Cloud Computing economic benefits of 
elasticity and transference of risk, especially the risks of over provisioning (underutilization) and 
under provisioning (saturation). 

We start with elasticity. The key observation is that Cloud Computing ability to add or remove 
resources at a fine grain (one server at a time with EC2) and with a lead time of minutes rather 
than weeks allows matching resources to workload much more closely. Real world estimates of 
server utilization in datacenters range from 5% to 20% [37, 38]. This may sound shockingly low, 
but it is consistent with the observation that for many services the peak workload exceeds the 
average by factors of 2 to 10. Few users deliberately provision for less than the expected peak, 
and therefore they must provision for the peak and allow the resources to remain idle at nonpeak 
times. The more pronounced the variation, the more the waste. A simple example demonstrates 
how elasticity allows reducing this waste and can therefore more than compensate for the 
potentially higher cost per server-hour of paying-as-you-go vs. buying. 

Example: Elasticity. Assume our service has a predictable daily demand where the peak requires 
500 servers at noon but the trough requires only 100 servers at midnight, as shown in Figure 
2(a). As long as the average utilization over a whole day is 300 servers, the actual utilization 
over the whole day (shaded area under the curve) is 300 _ 24 = 7200 server-hours; but since we 
must provision to the peak of 500 servers, we pay for 500 _ 24 = 12000 server-hours, a factor of 
1.7 more than what is needed. Therefore, as long as the pay-as-you-go cost per server-hour over 
3 years4 is less than 1.7 times the cost of buying the server, we can save money using utility 
computing.   

They may also underestimate the spike (Figure 2(b)), however, accidentally turning away excess 
users. While the monetary effects of over provisioning are easily measured, those of under 
provisioning are harder to measure yet potentially equally serious: not only do rejected users 
generate zero revenue; they may never come back due to poor service. Figure 2(c) aims to 
capture this behavior: users will desert an under provisioned service until the peak user 
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Figure 2: (a) Even if peak load can be correctly anticipated, without elasticity we waste resources 
(shaded area) during nonpeak times. (b) Under provisioning case 1: potential revenue from users 
not served (shaded area) is sacrificed. (c) Under provisioning case 2: some users desert the site 
permanently after experiencing poor service; this attrition and possible negative press result in a 
permanent loss of a portion of the revenue stream. 

load equals the datacenter’s usable capacity, at which point users again receive acceptable 
service, but with fewer potential users. 

Example: Transferring risks. Suppose but 10% of users who receive poor service due to under 
provisioning are “permanently lost” opportunities, i.e. users who would have remained regular 
visitors with a better experience. The site is initially provisioned to handle an expected peak of 
400,000 users (1000 users per server _ 400 servers), but unexpected positive press drives 
500,000 users in the first hour. Of the 100,000 who are turned away or receive bad service, by 
our assumption 10,000 of them are permanently lost, leaving an active user base of 390,000. The 
next hour sees 250,000 new unique users. The first 10,000 do fine, but the site is still over 
capacity by 240,000 users. This results in 24,000 additional defections, leaving 376,000 
permanent users. If this pattern continues, after lg 500000 or 19 hours, the number of new users 
will approach zero and the site will be at capacity in steady state. Clearly, the service operator 
has collected less than 400,000 users’ worth of steady revenue during those 19 hours, however, 
again illustrating the underutilization argument —to say nothing of the bad reputation from the 
disgruntled users.  

Do such scenarios really occur in practice? When Animoto   made its service available via 
Facebook, it experienced a demand surge that resulted in growing from 50 servers to 3500 
servers in three days. Even if the average utilization of each server was low, no one could have 
foreseen that resource needs would suddenly double every 12 hours for 3 days. After the peak 
subsided, traffic fell to a level that was well below the peak. So in this real world example, scale-
up elasticity was not a cost optimization but an operational requirement, and scale-down 
elasticity allowed the steady-state expenditure to more closely match the steady-state workload. 

Even less-dramatic cases suffice to illustrate this key benefit of Cloud Computing: the risk of 
mis-estimating workload is shifted from the service operator to the cloud vendor. The cloud 
vendor may charge a premium (reflected as a higher use cost per server-hour compared to the 3-
year purchase cost) for assuming this risk. We propose the following simple equation that 
generalizes all of the above cases. We assume the Cloud Computing vendor employs 11 usage-
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based pricing, in which customers pay proportionally to the amount of time and the amount of 
resources they use. While some argue for more sophisticated pricing models for infrastructure 
services [28, 6, 40], we believe usage based pricing will persist because it is simpler and more 
transparent, as demonstrated by its wide use by “real” utilities such as electricity and gas 
companies. Similarly, we assume that the customer’s revenue is directly proportional to the total 
number of user-hours. This assumption is consistent with the ad-supported revenue model in 
which the number of ads served is roughly proportional to the total visit time spent by end users 
on the service. 

 

The left-hand side multiplies the net revenue per user-hour (revenue realized per user-hour minus 
cost of paying Cloud Computing per user-hour) by the number of user-hours, giving the expected 
profit from using Cloud Computing. The right-hand side performs the same calculation for a 
fixed-capacity datacenter by factoring in the average utilization, including nonpeak workloads. 
Whichever side is greater represents the opportunity for higher profit. 

Apparently, if Utilization = 1:0 (the datacenter equipment is 100% utilized), the two sides of the 
equation look the same. However, basic queuing theory tells us that as utilization approaches 1.0, 
system response time approaches infinity. In practice, the usable capacity of a datacenter 
(without compromising service) is typically 0.6 to 0.8.6 Whereas a datacenter must necessarily 
overprovision to account for this “overhead,” the cloud vendor can simply factor it into Cost 
cloud. (This overhead explains why we use the phrase “pay-as-you-go” rather than rent or lease 
for utility computing. The latter phrases include this unusable overhead, while the former 
doesn’t. Hence, even if you lease a 100 Mbits/second Internet link, you can likely use only 60 to 
80 Mbits/second in practice.)  

Finally, there are two additional benefits to the Cloud Computing user that result from being able 
to change their resource usage on the scale of hours rather than years. First, unexpectedly scaling 
down (disposing of temporarily underutilized equipment)—for example, due to a business 
slowdown, or ironically due to improved software efficiency— normally carries a financial 
penalty. With 3-year depreciation, a $2,100 server decommissioned after 1 year of operation 
represents a “penalty” of $1,400. Cloud Computing eliminates this penalty. 

Second, technology trends suggest that over the useful lifetime of some purchased equipment, 
hardware costs will fall and new hardware and software technologies will become available. 
Cloud providers, who already enjoy economy-of-scale buying power as described in Section 3, 
can potentially pass on some of these savings to their customers. Indeed, heavy users of AWS 
saw storage costs fall 20% and networking costs fall 50% over the last 2.5 years, and the addition 
of nine new services or features to AWS over less than one year. 7 If new technologies or pricing 
plans become available to a cloud vendor, existing applications and customers can potentially 
benefit from them immediately, without incurring a capital expense. In less than two years, 
Amazon Web Services increased the number of different types of compute servers (“instances”) 
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from one to five, and in less than one year they added seven new infrastructure services and two 
new operational support options. 8 

5.2 COMPARING COSTS: SHOULD I MOVE TO THE CLOUD? 

Whereas the previous section tried to quantify the economic value of specific Cloud Computing 
benefits such as elasticity, this section tackles an equally important but larger question: Is it more 
economical to move my existing datacenter-hosted service to the cloud, or to keep it in a 
datacenter?  

Table 5 updates Gray’s 2003 cost data to 2008, allowing us to track the rate of change of key 
technologies for Cloud Computing for the last 5 years. Note that, as expected, wide-area 
networking costs have improved the least in 5 years, by less than a factor of 3. While computing 
costs have improved the most in 5 years, the ability to use the extra computing power is based on 
the assumption that programs can utilize all the cores on both sockets in the computer. This 
assumption is likely more true for Utility Computing, with many Virtual Machines serving 
thousands to millions of customers, than it is for programs inside the datacenter of a single 
company. 

To facilitate calculations, Gray calculated what $1 bought in 2003. Table 5 shows his numbers 
vs. 2008 and compares to EC2/S3 charges. At first glance, it appears that a given dollar will go 
further if used to purchase hardware in 2008 than to pay for use of that same hardware. However, 
this simple analysis glosses over several important factors.  

Pay separately per resource. Most applications do not make equal use of computation, storage, 
and network bandwidth; some are CPU-bound, others network-bound, and so on, and may 
saturate one resource while underutilizing others. Pay-as-you-go Cloud Computing can charge 
the application separately for each type of resource, reducing the waste of underutilization. 
While the exact savings depends on the application, suppose the CPU is only 50% utilized while 
the network is at capacity; then in a datacenter you are effectively paying for double the number 
of CPU cycles actually being used. So rather than saying it costs $2.56 to rent only $1 worth of 
CPU, it would be more accurate to say it costs $2.56 to rent $2 worth of CPU. As a side note, 
AWS’s prices for wide-area networking are actually more competitive than what a medium-sized 
company would pay for the same bandwidth. 

Table 5: We update Gray’s costs of computing resources from 2003 to 2008, normalize to what 
$1 could buy in 2003 vs. 2008, and compare to the cost of paying per use of $1 worth of 
resources on AWS at 2008 prices. 
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POWER, COOLING AND PHYSICAL PLANT COSTS. The costs of power, cooling, and 
the amortized cost of the building are missing from our simple analyses so far. Hamilton 
estimates that the costs of CPU, storage and bandwidth roughly double when those costs are 
amortized over the building’s lifetime [23, 26]. Using this estimate, buying 128 hours of CPU in 
2008 really costs $2 rather than $1, compared to $2.56 on EC2. Similarly, 10 GB of disk space 
costs $2 rather than $1, compared to $1.20–$1.50 per month on S3. Lastly, S3 actually replicates 
the data at least 3 times for durability and performance, ensure durability, and will replicate it 
further for performance is there is high demand for the data. That means the costs are $6.00 
when purchasing vs. $1.20 to $1.50 per month on S3.  

OPERATIONS COSTS. Today, hardware operations costs are very low—rebooting servers is 
easy (e.g., IP addressable power strips, separate out of band controllers, and so on) and 
minimally trained staff can replace broken components at the rack or server level. On one hand, 
since Utility Computing uses virtual machines instead of physical machines, from the cloud 
user’s point of view these tasks are shifted to the cloud provider. On the other hand, depending 
on the level of virtualization, much of the software management costs may remain—upgrades, 
applying patches, and so on. Returning to the “managed vs. unmanaged” discussion of Section 5, 
we believe these costs will be lower for managed environments (e.g. Microsoft Azure, Google 
AppEngine, Force.com) than for hardware-level utility computing (e.g. Amazon EC2), but it 
seems hard to quantify these benefits in a way that many would agree with. 

With the above caveats in mind, here is a simple example of deciding whether to move a service 
into the cloud. 
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Example: Moving to cloud. Suppose a biology lab creates 500 GB of new data for every wet lab 
experiment. A computer the speed of one EC2 instance takes 2 hours per GB to process the new 
data. The lab has the equivalent 20 instances locally, so the time to evaluate the experiment is 
500_2=20 or 50 hours. They could process it in a single hour on 1000 instances at AWS. The 
cost to process one experiment would be just 1000_$0:10 or $100 in computation and another 
500_$0:10 or $50 in network transfer fees. So far, so good. They measure the transfer rate from 
the lab to AWS at 20 Mbits/second. [19] The transfer time is (500GB _ 1000MB=GB _ 
8bits=Byte)=20Mbits=sec = 4; 000; 000=20 = 200; 000 seconds or more than 55 hours. Thus, it 
takes 50 hours locally vs. 55 + 1 or 56 hours on AWS, so they don’t move to the cloud. (The 
next section offers an opportunity on how to overcome the transfer delay obstacle.)  

A related issue is the software complexity and costs of (partial or full) migrating data from a 
legacy enterprise application into the Cloud. While migration is a one-time task, the amount of 
effort can be significant and it needs to be considered as a factor in deciding to use Cloud 
Computing. This task is already spawning new business opportunities for companies that provide 
data integration across public and private Clouds. 

 

TOP 05 OBSTACLES AND OPPORTUNITIES FOR CLOUD COMPUTING 

In this section, we offer a ranked list of obstacles to the growth of Cloud Computing. Each 
obstacle is paired with an opportunity—our thoughts on how to overcome the obstacle, ranging 
from straightforward product development to major research projects. Table 6 summarizes our 
top ten obstacles and opportunities. The first three are technical obstacles to the adoption of 
Cloud Computing, the next five are technical obstacles to the growth of Cloud Computing once it 
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has been adopted, and the last two are policy and business obstacles to the adoption of Cloud 
Computing. 

NUMBER 1 OBSTACLE: AVAILABILITY OF A SERVICE 

Organizations worry about whether Utility Computing services will have adequate availability, 
and this makes some wary of Cloud Computing. Ironically, existing SaaS products have set a 
high standard in this regard. Google Search is effectively the dial tone of the Internet: if people 
went to Google for search and it wasn’t available, they would think the Internet was down. Users 
expect similar availability from new services, which is hard to do. Table 7 shows recorded 
outages for Amazon Simple Storage Service (S3), AppEngine and Gmail in 2008, and 
explanations for the outages. Note that despite the negative publicity due to these outages, few 
enterprise IT infrastructures are as good. 

 

Just as large Internet service providers use multiple network providers so that failure by a single 
company will not take them off the air, we believe the only plausible solution to very high 
availability is multiple Cloud Computing providers. The high-availability computing community 
has long followed the mantra “no single source of failure,” yet the management of a Cloud 
Computing service by a single company is in fact a single point of failure. Even if the company 
has multiple datacenters in different geographic regions using different network providers, it may 
have common software infrastructure and accounting systems, or the company may even go out 
of business. Large customers will be reluctant to migrate to Cloud Computing without a 
business-continuity strategy for such situations. We believe the best chance for independent 
software stacks is for them to be provided by different companies, as it has been difficult for one 
company to justify creating and maintain two stacks in the name of software dependability. 

NUMBER 2 OBSTACLE: DATA LOCK-IN 

Software stacks have improved interoperability among platforms, but the APIs for Cloud 
Computing itself are still essentially proprietary, or at least have not been the subject of active 
standardization. Thus, customers cannot easily extract their data and programs from one site to 
run on another. Concern about the difficult of extracting data from the cloud is preventing some 
organizations from adopting Cloud Computing. Customer lock-in may be attractive to Cloud 
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Computing providers, but Cloud Computing users are vulnerable to price increases (as Stallman 
warned), to reliability problems, or even to providers going out of business. For example, an 
online storage service called The Linkup shut down on August 8, 2008 after losing access as 
much as 45% of customer data . The Linkup, in turn, had relied on the online storage service 
Nirvanix to store customer data, and now there is finger pointing between the two organizations 
as to why customer data was lost. Meanwhile, The Linkup’s 20,000 users were told the service 
was no longer available and were urged to try out another storage site. The obvious solution is to 
standardize the APIs so that a SaaS developer could deploy services and data across multiple 
Cloud Computing providers so that the failure of a single company would not take all copies of 
customer data with it. The obvious fear is that this would lead to a “race-to-the-bottom” of cloud 
pricing and flatten the profits of Cloud Computing providers. We offer two arguments to allay 
this fear. First, the quality of a service matters as well as the price, so customers will not 
necessarily jump to the lowest cost service. Some Internet Service Providers today cost a factor 
of ten more than others because they are more dependable and offer extra services to improve 
usability. Second, in addition to mitigating data lock-in concerns, standardization of APIs 
enables a new usage model in which the same software infrastructure can be used in a Private 
Cloud and in a Public Cloud. 9 Such an option could enable “Surge Computing,” in which the 
public Cloud is used to capture the extra tasks that cannot be easily run in the datacenter (or 
private cloud) due to temporarily heavy workloads. 10 

NUMBER 3 OBSTACLE: DATA CONFIDENTIALITY AND AUDIT ABILITY 

“My sensitive corporate data will never be in the cloud.” Anecdotally we have heard this 
repeated multiple times. Current cloud offerings are essentially public (rather than private) 
networks, exposing the system to more attacks. There are also requirements for audit ability, in 
the sense of Sarbanes-Oxley and Health and Human Services Health Insurance Portability and 
Accountability Act (HIPAA) regulations that must be provided for corporate data to be moved to 
the cloud. 

We believe that there are no fundamental obstacles to making a cloud-computing environment as 
secure as the vast majority of in-house IT environments, and that many of the obstacles can be 
overcome immediately with well understood technologies such as encrypted storage, Virtual 
Local Area Networks, and network middle boxes (e.g. firewalls, packet filters). For example, 
encrypting data before placing it in a Cloud may be even more secure than unencrypted data in a 
local data center; this approach was successfully used by TC3, a healthcare company with access 
to sensitive patient records and healthcare claims, when moving their HIPAA-compliant 
application to AWS  

Cloud computing gives SaaS providers and SaaS users greater freedom to place their storage. For 
example, Amazon provides S3 services located physically in the United States and in Europe, 
allowing providers to keep data in whichever they choose. With AWS regions, a simple 
configuration change avoids the need to find and negotiate with a hosting provider overseas. 

 

 



   
   

w
w

w
.In

d
ia

n
Jo

u
rn

al
s.

co
m

   
   

   
   

M
em

b
er

s 
C

o
p

y,
 N

o
t 

fo
r 

C
o

m
m

er
ci

al
 S

al
e 

   
 

D
o

w
n

lo
ad

ed
 F

ro
m

 IP
 -

 2
10

.2
12

.1
29

.1
25

 o
n

 d
at

ed
 2

1-
A

u
g

-2
01

3
                                     

                                          Volume 2, Issue 6 (June, 2012)                    ISSN 2249‐7315 
 

 

 

AJRSH 

Jo
ur
na
l o
f A
si
an
 R
es
ea
rc
h 
Co
ns
or
tiu
m
    
    
    
    
  1
05
 

    
    
    
    
ht
tp
:/
/w

w
w
.a
ijs
h.
or
g 

    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    

NUMBER 4 OBSTACLE: SCALABLE STORAGE 

Early in this paper, we identified three properties whose combination gives Cloud Computing its 
appeal: short-term usage (which implies scaling down as well as up when resources are no longer 
needed), no up-front cost, and infinite capacity on-demand. While it’s straightforward what this 
means when applied to computation, it’s less obvious how to apply it to persistent storage. 

As Table 4 shows, there have been many attempts to answer this question, varying in the 
richness of the query and storage API’s, the performance guarantees offered, and the complexity 
of data structures that are directly supported by the storage system (e.g., schema-less blobs vs. 
column-oriented storage).14 The opportunity, which is still an open research problem, is to 
create a storage system would not only meet these needs but combine them with the cloud 
advantages of scaling arbitrarily up and down on-demand, as well as meeting programmer 
expectations in regard to resource management for scalability, data durability, and high 
availability. 

NUMBER 5 OBSTACLE: BUGS IN LARGE-SCALE DISTRIBUTED SYSTEMS 

One of the difficult challenges in Cloud Computing is removing errors in these very large scale 
distributed systems. A common occurrence is that these bugs cannot be reproduced in smaller 
configurations, so the debugging must occur at scale in the production datacenters.  

One opportunity may be the reliance on virtual machines in Cloud Computing. Many traditional 
SaaS providers developed their infrastructure without using VMs, either because they preceded 
the recent popularity of VMs or because they felt they could not afford the performance hit of 
VMs. Since VMs are de rigueur in Utility Computing, 

that level of virtualization may make it possible to capture valuable information in ways that are 
implausible without VMs. 

8 CONCLUSION AND QUESTIONS ABOUT THE CLOUDS OF TOMORROW 

The long dreamed vision of computing as a utility is finally emerging. The elasticity of a utility 
matches the need of businesses providing services directly to customers over the Internet, as 
workloads can grow (and shrink) far faster than 20 years ago. It used to take years to grow a 
business to several million customers – now it can happen in months.  

From the cloud provider’s view, the construction of very large datacenters at low cost sites using 
commodity computing, storage, and networking uncovered the possibility of selling those 
resources on a pay-as-you-go model below the costs of many medium-sized datacenters, while 
making a profit by statistically multiplexing among a large group of customers. From the cloud 
user’s view, it would be as startling for a new software startup to build its own datacenter as it 
would for a hardware startup to build its own fabrication line. In addition to startups, many other 
established organizations take advantage of the elasticity of Cloud Computing regularly, 
including newspapers like the Washington Post, movie companies like Pixar, and universities 
like ours. Our lab has benefited substantially from the ability to complete research by conference 
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deadlines and adjust resources over the semester to accommodate course deadlines. As Cloud 
Computing users, we were relieved of dealing with the twin dangers of over-provisioning and 
under-provisioning our internal datacenters.  

Some question whether companies accustomed to high-margin businesses, such as ad revenue 
from search engines and traditional packaged software, can compete in Cloud Computing. First, 
the question presumes that Cloud Computing is a small margin business based on its low cost. 
Given the typical utilization of medium-sized datacenters, the potential factors of 5 to 7 in 
economies of scale, and the further savings in selection of cloud datacenter locations, the 
apparently low costs offered to cloud users may still be highly profitable to cloud providers. 
Second, these companies may already have the datacenter, networking, and software 
infrastructure in place for their mainline businesses, so Cloud Computing represents the 
opportunity for more income at little extra cost.  

Although Cloud Computing providers may run afoul of the obstacles summarized in Table 6, we 
believe that over the long run providers will successfully navigate these challenges and set an 
example for others to follow, perhaps by successfully exploiting the opportunities that 
correspond to those obstacles.  

Hence, developers would be wise to design their next generation of systems to be 
deployed into Cloud Computing. In general, the emphasis should be horizontal scalability to 
hundreds or thousands of virtual machines over the efficiency of the system on a single virtual 
machine. There are specific implications as well: •  

Applications Software of the future will likely have a piece that runs on clients and a 
piece that runs in the Cloud. The cloud piece needs to both scale down rapidly as well as scale 
up, which is a new requirement for software systems. The client piece needs to be useful when 
disconnected from the Cloud, which is not the case for many Web 2.0 applications today. Such 
software also needs a pay-for-use licensing model to match needs of Cloud Computing. • 

 Infrastructure Software of the future needs to be cognizant that it is no longer running on bare 
metal but on virtual machines. Moreover, it needs to have billing built in from the beginning, as 
it is very difficult to retrofit an accounting system.  

While we are optimistic about the future of Cloud Computing, we would love to look into 
a crystal ball to see how popular it is and what it will look like in five years:  

Change In Technology and Prices Over Time: What will billing units be like for the 
higher-level virtualization clouds? What will Table 5, tracking the relative prices of different 
resources, look like? Clearly, the number of cores per chip will increase over time, doubling 
every two to four years. Flash memory has the potential of adding another relatively fast layer to 
the classic memory hierarchy; what will be its billing unit? Will technology or business 
innovations accelerate network bandwidth pricing, which is currently the most slowly-improving 
technology?  
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VIRTUALIZATION LEVEL: Will Cloud Computing be dominated by low-level 
hardware virtual machines like Amazon EC2, intermediate language offerings like Microsoft 
Azure, or high-level frameworks like Google AppEngine? Or will we have many virtualization 
levels that match different applications? Will value-added services by independent companies 
like Right Scale, Heroku, or Engine Yard survive in Utility Computing, or will the successful 
services be entirely co-opted by the Cloud providers? If they do consolidate to a single 
virtualization layer, will multiple companies embrace a common standard? Will this lead to a 
race to the bottom in pricing so that it’s unattractive to become a Cloud Computing provider, or 
will they differentiate in services or quality to maintain margins? 
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