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Q. 

No. 

SECTION A (𝟓 × 𝟐 = 𝟏𝟎) 

Answer ALL questions 

CO KL 

1. State any two properties of characteristic function. 1 1 

2. Find the characteristic function of zero-one distribution. 1 1 

3. Define stochastic convergence. 1 1 

4. Define the 𝜒2 statistic. 1 1 

5. Define consistent estimator. 1 1 

 

Q. 

No. 

SECTION B (𝟏𝟎 × 𝟏 = 𝟏𝟎) 

Answer ALL questions 

CO KL 

6. Let X be a random variable with characteristic function 𝜑𝑋(𝑡). Then the 

characteristic function of the random variable 𝑌 = 𝑋 + 𝑏 is ___________ 

(i) 𝑒𝑖𝑡𝜑𝑋(𝑏𝑡)               (ii) 𝑒𝑏𝑖𝑡𝜑𝑋(𝑡)           (iii) 𝑒𝑖𝑏𝑡𝜑𝑋(𝑏𝑡)   

2 2 

7. If X and Y are two independent random variable with characteristic 

function 𝜑𝑋(𝑡) and 𝜑𝑌(𝑡) respectively. Then the characteristic function 

of 𝑋 + 𝑌 is ___________ 

(i) 𝜑𝑋(𝑡) + 𝜑𝑌(𝑡)       (ii) 𝜑𝑋(𝑡)𝜑𝑌(𝑡)        (iii) 𝜑𝑋(𝑡) − 𝜑𝑌(𝑡)   

2 2 

8. When 𝑛 is an integer, Γ(𝑛) =__________ 

(i) (𝑛 − 1)!               (ii) 𝑛!                     (iii) (𝑛 + 1)! 

2 2 

9. The density function of Cauchy distribution is ___________ 

(i) 
𝜆

𝜋(𝜆2+(𝑥−𝜇)2)
           (ii) 

𝜆

𝜋(𝜆2−(𝑥−𝜇)2)
       (iii) 

𝜆

𝜋(𝜆2−(𝑥+𝜇)2)
 

2 2 

10. The Bernoulli law of large numbers is a special case of 

___________________ law of large numbers 

(i) Chebyshev’s            (ii) Poisson’s                     (iii) Khintchin’s 

2 2 
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11. The random variable 𝑋𝑛 has an asymptotically normal distribution 

𝑁(𝑛𝑝; √𝑛𝑝𝑞) by replacing 𝑦1 and 𝑦2with   ___________ 

(ii) 𝑦1 −
1

2√𝑛𝑝𝑞
;  𝑦2 +

1

2√𝑛𝑝𝑞
                (ii) 𝑦1 −

1

2√𝑛𝑝𝑞
;  𝑦2 −

1

2√𝑛𝑝𝑞
            

(iii) 𝑦1 +
1

2√𝑛𝑝𝑞
;  𝑦2 −

1

2√𝑛𝑝𝑞
                 

2 2 

12. A random sample is called simple if the random variables 𝑋1, … 𝑋𝑛 are 

___________ 

(i) independent        (ii) dependent                          (iii) both 

2 2 

13. If the statistic 𝑋̅ and 𝑆 are independent, the random variables 𝑋𝑘 have the 

__________________ distribution. 

(i) Binomial                 (ii) Normal                          (iii) Poisson 

2 2 

14. If T is an unbiased estimator for 𝜃, then 𝑇2 is a biased estimator for 

_______________ 

(i) 𝜃2                                  (ii) 𝜃                                          (iii) 𝜃3 

2 2 

15. Characteristics of a good estimator are 

(i) consistency                (ii) biasedness                             (iii) both 

2 2 

 

Q. 

No. 

SECTION C (𝟐 × 𝟏𝟓 = 𝟑𝟎) 

Answer ANY TWO questions 

CO KL 

16. If 𝐹(𝑥) and 𝜑(𝑡) denote respectively the distribution function and the 

characteristic function of the random variable 𝑋, and 𝑎 + ℎ, 𝑎 − ℎ (ℎ >

0) are continuity points of the distribution function 𝐹(𝑥), then prove that 

𝐹(𝑎 + ℎ) − 𝐹(𝑎 − ℎ) = lim
𝑇→∞

1

𝜋
∫

sin ℎ𝑡

𝑡
 𝑒−𝑖𝑎𝑡𝜑(𝑡) 𝑑𝑡.

𝑇

−𝑇
  

3 3 

17. a) State and prove De-Moivre Laplace theorem. 

b) Derive the raw moments 𝑚𝑘 for the beta distribution.               (10+5)                                                             

3 3 

18. Find the distribution of the random variable (𝑋̅, 𝑆) and hence deduce 

that the random variable 𝑍 = 𝑛𝑆2 has a 𝜒2 distribution with 𝑛 − 1 

degrees of freedom. 

3 3 

19. 1. State and Prove Cramer-Rao inequality. 3        3 

 

Q. 

No. 

SECTION D (𝟐 × 𝟏𝟓 = 𝟑𝟎) 

Answer ANY TWO questions 

CO KL 

20. Prove that the characteristic function of two dependent random variables 

may be equal to the product of their characteristic functions by using a 

suitable example.  

4 4 

..3 
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21. a) Prove that the variance of a random variable 𝑋 equals zero if and only 

if 𝑋 has a one point distribution  

b) Find the distribution of the sample mean 𝑋̅ where 𝑋 has a normal 

distribution.                                                                                        (7+8) 

4 4 

22. State Levy-Cramer theorem and prove that if the sequence {𝐹𝑛(𝑥)} (𝑛 =

1, 2, … ) of distribution functions is convergent to the distribution function 

𝐹(𝑥), then the corresponding sequence of characteristic functions 

{𝜑𝑛(𝑡)} converges at every point 𝑡 (−∞ < 𝑡 < ∞) to the function 𝜑(𝑡) 

which is the characteristic function of the limit distribution function 𝐹(𝑥) 

and the convergence to 𝜑(𝑡)is uniform with respect to 𝑡 in every finite 

interval on the 𝑡 − 𝑎𝑥𝑖𝑠.  

4 4 

23. Define the Student’s 𝑡 statistic and derive its density function. 4 4 

 

Q. 

No. 

SECTION E (𝟐 × 𝟏𝟎 = 𝟐𝟎) 

Answer ANY TWO questions 

CO KL 

24. Find the characteristic function and moments for the random variable 𝑋 

which has a Poisson distribution and takes on values 𝑥𝑘 = 𝑘, where 𝑘 is 

any non-negative integer. 

5 5 

25. Define the Gamma distribution and find its characteristic function, raw 

moments 𝑚𝑘 and central moment 𝜇2. 

5 5 

26. Prove that the sequence of random variables is stochastically convergent 

to zero if and only if the sequence of distribution functions of these 

random variables is convergent to the distribution function   

 𝐹(𝑥) = {
0    𝑓𝑜𝑟  𝑥 ≤ 0
1   𝑓𝑜𝑟   𝑥 > 0

 at every continuity point of 𝐹(𝑥). 

5 5 

27. If 𝑇1 and 𝑇2 be two unbiased estimators of 𝛾(𝜃) with variance 𝜎1
2, 𝜎2

2 

and correlation 𝜌, what is the best unbiased linear combination of 𝑇1 and 

𝑇2 and what is the variance of such a combination? 

5 5 

 

 


