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                                                                      SECTION – A 

ANSWER ALL THE QUESTIONS (5 × 2 = 10) 

 

1. Write a necessary and sufficient condition for a function (t) to be a characteristic function of  

     some distribution function. 

2. Can you say the variance of a random variable equals zero, when  x  follows one point distribution?  

    Justify. 

3. When do you say the distribution function F(x) is the limit distribution function? 

4. Define Fisher’s Z-distribution. 

5. Define Unbiased Estimate.   

SECTION – B 

ANSWER ANY FIVE QUESTIONS (5 × 6 = 30) 

 

6. Obtain the Characteristic function of a normal distribution and hence find the first two moments 

    𝑚1 and 𝑚2.   

7. Find the mean and variance of a Gamma distribution. 

8. State and prove Bernoulli’s law of large numbers. 

9. Define student’s t-distribution with n degrees of freedom and derive its density  

    function. 

10. Find the MLE for the parameter 𝜆 of a Poisson distribution on the basis of sample size n. 

11. State and prove any four properties of Characteristic function. 

12. State and prove Laplace de Moivre’s theorem. 
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SECTION – C 

ANSWER ANY THREE QUESTIONS (3 × 20 = 60) 

 

13. Prove that   𝐹(𝑎 + ℎ) –  𝐹(𝑎 − ℎ)  = lim
T

1

𝜋
 ∫

𝑠𝑖𝑛ℎ𝑡

𝑡

𝑇

−𝑇
 𝑒−𝑡𝑖𝑎(𝑡)𝑑𝑡, where 𝐹(𝑥) and (𝑡)     

      denote respectively the distribution function and the characteristic function of the random variable  

      𝑋 and 𝑎 + ℎ and 𝑎 − ℎ are the continuity points of 𝐹(𝑥). Hence find the density function of the  

     random variable X, whose characteristic function is (t) = {
1 − |𝑡| 𝑓𝑜𝑟 |𝑡| ≤ 1
0         𝑓𝑜𝑟 |𝑡| > 1

. 

14. a) Obtain the kth moment of Beta distribution and hence find mean and variance. 

      b) Prove that the Characteristic function of a Cauchy distribution is e−|t| . 

15. State and Prove Levy-Cramer theorem. 

16. Discuss Chi-square distribution function and obtain Moment generating function hence find mean    

      and variance. 

17. State and prove Rao-Cramer Inequality. 
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